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Using the Gamma class library for C11 it is possible to write
very efficient time-domain simulation programs for echo-detected
pulse EPR experiments, such as three-pulse ESEEM and HY-
SCORE. By grouping sections of time-invariant propagators, the
initial density operator and the detection operator can be re-
defined, and the simulation transforms to that of a free induction
decay which can be evaluated very efficiently using elements from
Gamma. Compared to a straightforward implementation, reduc-
tions in computing time of up to a factor of 673 have been
found. © 1998 Academic Press

INTRODUCTION

The most straightforward way to simulate the time evolution
of a pulse magnetic resonance experiment is to let a density
operator evolve from its initial state through the different time
intervals of the experiment. The development of such a simu-
lation program is greatly simplified by using the computer
package Gamma (1).

Gamma is widely used for the simulation of NMR experi-
ments (2–6), but there have been only a few publications
where Gamma is applied to simulate pulse EPR spectra (7–10).
One of the reasons for this might be the presumed inefficiency
of time-domain simulations of electron spin-echo experiments.
It is usually more efficient to calculate the frequencies and
transition probabilities, and then to construct the spectrum in
the frequency domain. Indeed there are several programs in use
that are based on this approach (11–13).

In this communication we will demonstrate that by using the
optimized features of Gamma, time-domain simulations of
echo-detected pulse EPR experiments can actually be per-
formed very efficiently if care is taken in writing the simulation
programs. Reductions in computing time of between two and
three orders of magnitude have been found, depending on the
complexity of the experiment and on the number of data points
in the simulation.

THEORY

Using the density operator formalism, the echo intensity of
the three-pulse ESEEM experiment,p/ 2–t–p/ 2–T–p/ 2–t–
echo, shown in Fig. 1a is given by (14)

E~t, T! 5 Tr$RtRPRTRPRtRPs0RP
21Rt

21RP
21RT

21RP
21Rt

21 Sx%,

[1]

where Rt and RT are the propagators for the free evolution
during the timest andT, RP is the propagator describing the
non-selective, idealp/2 pulses along the rotating framey-axis,
and s0 is the initial density operator. The echo signal is
observed along thex-axis. Matrix representations for all the
operators can easily be generated, so that a numerical calcula-
tion of E(t, T) is straightforward, but time-consuming. The
simulation of a three-pulse ESEEM experiment involves the
evaluation ofE(t, T) for a large number ofT values. Table 1
shows the relevant section of a program using the Gamma
software package, with a suitably defined Hamiltonian (H) of
the spin system (spin).

No analytical expression for the modulation intensity is
needed, and non-ideal pulses can be included very easily by
calculating an appropriate Hamiltonian and replacing theIy-
puls function call. The disadvantage of this approach is
obviously the repetition of the calculation for all values ofT.
The computation is even more time-consuming when phase
cycling needs to be included in the simulation, which is almost
always the case. A separate calculation has then to be per-
formed for every cycle.

The inefficient simulation procedure sketched above can
however be simplified considerably. Several parts of Eq. [1]
are the same for each value ofT. It is therefore prudent to
pre-calculate these. Since the trace is invariant under a cyclic
permutation of operators, Eq. [1] can be re-ordered to

E~t, T! 5 Tr$~RPRtRPs0RP
21Rt

21RP
21!RT

21~RP
21Rt

21SxRtRP!RT%

5 Tr$s1RT
21D RT%, [2]

where

s1 5 RPRtRPs0RP
21Rt

21RP
21 [3]

and

D 5 RP
21Rt

21SxRtRP. [4]
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Equation [3] describes the preparation sequence,p/2–t–p/2,
which is the same for all time-intervalsT. D, defined by Eq.
[4], replacesSx as the detection operator, and defines the
segment of the sequence starting from the thirdp/2 pulse. This
is in line with the subdivision of a pulse sequence into a
preparation, a mixing, and a detection period (15). The prep-
aration and detection periods of the three-pulse ESEEM exper-
iment as defined by Eqs. [3] and [4] are indicated in Fig. 1a.

Equation [2] suggests that the ESEEM signal can be viewed
as a free induction decay, where the detection operator isD,
rather thanSx. Gamma has very efficient functions to calculate
such free induction decays. Using the functionFID, we can
re-write the program code as is shown in Table 2. The loop
over T in the program has been replaced by a call to theFID
function, which internally performs the loop in a highly opti-
mized fashion. The use of this function reduces the computa-
tion time considerably.

PHASE CYCLING

Phase cycling is used to remove unwanted echoes and free
induction decays. This is done by adding the signals from
experiments with different phases of the microwave pulses in
such a way that only the stimulated echo remains. This is

equivalent to selecting one specific coherence transfer pathway
from all possible pathways (16).

One way to select a specific pathway is to remove all
undesired elements from the density matrix at specific points in
time during the experiment. This very efficient procedure can-
not, however, be incorporated in the formalism described
above, because it cannot be expressed as an operator in Hilbert
space. The only alternative is to explicitly perform the phase
cycling and to add the signals of the separate experiments. This
summation can be performed in the calculation of the prepa-
ration density operators1 and of the detection operatorD.

If the cycled pulse occurs before the free evolution timeT,
it only affects the calculation ofs1. The summation of an
n-step phase cycle yields

E~t, T! 5 O
i

n

Tr$RTs1iRT
21D% 5 Tr$RTs91RT

21D%, [5]

wheres91 5 (i
n s1i is a new density operator which incorpo-

rates the coherence transfer pathway selection up to the start of
the T evolution. Similarly, phase cycling after the free evolu-
tion leads to different detection operatorsD, which can be
summed to a total detection operatorD9, incorporating the
coherence pathway selection after timeT.

OTHER PULSE EPR SEQUENCES

The formalism described here can easily be expanded to
other pulse EPR experiments. For each pulse scheme, an ap-
propriate preparation and detection sequence has to be defined.

In two-dimensional experiments, the echo is a function of
two time variables. The new approach can be expanded to
encompass multi-dimensional experiments by treating them as
a series of one-dimensional experiments. The calculation of the
FID in Eq. [2] is repeated for every slice of the two-dimen-
sional experiment. The time variables that remain constant in
that slice are taken into the invariant preparation or detection
segments, as indicated in Fig. 1b. For example, the HYSCORE
(16, 17) and DEFENCE (18) experiments can be treated in the
same way. The simulation for the DEFENCE experiment rep-

TABLE 2
C11 Code Fragment for a Simulation Written

Using the New Approach

D 5 Ix (spin, 0);
evolve_ip (D, H, 2tau);
D 5 Iypuls (spin, D, 290, 0);
sigma 5 Iz (spin, 0);
sigma 5 Iypuls (spin, sigma, 90, 0);
evolve_ip (sigma, H, tau);
sigma 5 Iypuls (spin, sigma, 90, 0);
FID (sigma, D, H, or T, size, echo);

FIG. 1. (a) One-dimensional three-pulse ESEEM sequence.D indicates
the section of the pulse sequence which is taken into the effective detection
operator in the new approach. (b) Two-dimensional HYSCORE sequence. The
evolution duringt1 is taken into the time-independent preparation section.

TABLE 1
C11 Code Fragment for a Simulation Program Written

Using a Straightforward Approach

for (T 5 0, i 5 0; i , size; T 15 dT, 11i) {
sigma 5 Iz (spin, 0);
sigma 5 Iypuls (spin, sigma, 90, 0);
evolve_ip (sigma, H, tau);
sigma 5 Iypuls (spin, sigma, 90, 0);
evolve_ip (sigma, H, T);
sigma 5 Iypuls (spin, sigma, 90, 0);
evolve_ip (sigma, H, tau);
echo [i] 5 trace (sigma p Ix (spin, 0));

}
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resents one slice of the simulation of the HYSCORE experi-
ment.

For pulse schemes using probe-pulse detection (19, 20), the
full time trace is measured in a single experiment. In this case
the new simulation approach closely matches the experiment.
The preparation sequence encompasses the whole pulse se-
quence, and the detection operator remains unchanged. Simi-
larly, in hole-burning experiments (21) the signal already rep-
resents a free induction decay. No reduction in computing time
is expected for these experiments.

The method described in this Communication is only appli-
cable if the calculation can be re-ordered according to Eq. [2].
There are some types of experiments where this is not possible,
although the grouping of the pulse sequence in invariant seg-
ments may still simplify the calculation. In most pulse ENDOR
experiments, such as Davies-ENDOR and Mims-ENDOR (22,
23), all time intervals remain constant. For two-pulse ESEEM
and related approaches, such as the two-dimensional combina-
tion peak experiment (10), the applicability of the formalism is
also limited. In the case where two time intervals are changed
simultaneously, it is not possible to write the echo signal in the
form of Eq. [2]. The propagatorRtRPRt cannot in general be
written asR9t 5 e2i^t for some operator̂ , and it is not
possible to use the efficient FID calculation of Gamma.

RESULTS

Two sets of comparative simulations were performed on a
Sparc Ultra 1 workstation with 128 MB RAM, using the GNU
C11 compiler version 2.5.8.

Computation times for one-dimensional three-pulse ESEEM
and two-dimensional HYSCORE simulations using the
straightforward approach and the new approach are listed in
Tables 3 and 4, respectively. The simulations are for a single
orientation of a system consisting of one electron spin coupled
to one proton (ESEEM simulations) or two protons (HY-
SCORE simulations), with axially symmetric anisotropic hy-
perfine interactions. The results show that the reduction in
computation time depends on the complexity of the experiment
and on the number of data points in the simulation. In our
examples, it amounts to up to a factor 673.

For simulations of short time traces, the computation time is
dominated by the calculation of the initial density operators1

and of the detection operatorD. For simulations of longer time
traces, the computation time of the FID, which increases lin-
early with the size of the time trace, dominates. Hence, com-
plicated experiments with large data sets benefit more from the
new approach.

CONCLUSIONS

Simulations of echo-modulation experiments for which no
analytical expression for the modulation amplitude exists can
in general be performed very efficiently using the new com-
putation approach presented here. The method also allows the
calculation of powder spectra with little computing time.

In cases where analytical expressions do exist, it is generally
more efficient to directly simulate the frequency-domain spec-
tra. Such expressions exist for the two-pulse ESEEM, three-
pulse ESEEM, and HYSCORE experiments, with ideal, non-
selective pulses and nuclei with spinI 5 1/ 2.

Frequency-domain simulations can also be based on gener-
alized expressions of the modulation amplitude for spin sys-
tems with arbitrary nuclear spins (14, 24), which give the
modulation amplitude in terms of the transition probabilities
for ideal pulses.

For comparison, the simulation of a 256-by-256 point fre-
quency-domain HYSCORE spectrum using a frequency-do-
main simulation with 225 orientations for the same system as
described above, is reported (13) to take 2.47 seconds on a
Digital Alpha workstation (DEC 3000).

In many cases, however, frequency domain simulations are
not feasible, for instance because there are no analytical ex-
pressions available for the experiment, the pulses are not ideal,
the electron spin quantum numberS is larger than 1/2, or the
high-field approximation is not valid. In these cases, the new
approach presented here provides a very promising alternative
for the simulation of echo-detected pulse EPR spectra.
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