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Using the Gamma class library for C++ it is possible to write E(t, T) = T{R.R:-RRsR,Re0oR5 'R R 1Ry IR IR S},

very efficient time-domain simulation programs for echo-detected

pulse EPR experiments, such as three-pulse ESEEM and HY- [1]

SCORE. By grouping sections of time-invariant propagators, the

initial density operator and the detection operator can be re- \whereR, and R; are the propagators for the free evolution

defined, and the simulation transforms to that of a free induction during the timesr and T, R, is the propagator describing the

decay which can be evaluated.very efficien.tly using elements from non-selective, ideat/2 pulses along the rotating frargeaxis,

‘?am”?a- Compared to a straightforward implementation, reduc- and og is the initial density operator. The echo signal is

tions in computing time of up to a factor of 673 have been . . .

found.  © 1098 Academic Press observed along th&-axis. Matrix representations for all the
operators can easily be generated, so that a numerical calcL

tion of E(r, T) is straightforward, but time-consuming. The

simulation of a three-pulse ESEEM experiment involves th

evaluation ofg(r, T) for a large number of values. Table 1

The most straightforward way to simulate the time evolutio%hOWS the relevant section of a program using the Gamn
9 y ftware package, with a suitably defined Hamiltonigh d¢f

of a pulse magnetic resonance experiment is to let a den sgva ,
L . . spin systemgpin).
operator evolve from its initial state through the different time . . S o
) . .~ No analytical expression for the modulation intensity is
intervals of the experiment. The development of such a simu- . . .
. . T ; needed, and non-ideal pulses can be included very easily
lation program is greatly simplified by using the computer ! . oo .
ackage Gammal) calculating an appropriate Hamiltonian and replacingthe
P ge Sammati. . . puls function call. The disadvantage of this approach i
Gamma is widely used for the simulation of NMR experi:, " . )
7~ gbviously the repetition of the calculation for all valuesTof
ments R—6), but there have been only a few publication

where Gamma is applied to simulate pulse EPR speéta(. ?he_ computation IS even more t|m§ consuming .wh_en pha
7 . cycling needs to be included in the simulation, which is almos
One of the reasons for this might be the presumed inefficien )
. o . . ; ays the case. A separate calculation has then to be p
of time-domain simulations of electron spin-echo experiments.
) . : rmed for every cycle.
It is usually more efficient to calculate the frequencies an S . .
o .~ The inefficient simulation procedure sketched above ca
transition probabilities, and then to construct the spectrum in S .
however be simplified considerably. Several parts of Eq. [1

the frequency domain. Indeed there are several programs in use .
that are based on this approadi{13. are the same for each value of It is therefore prudent to

. I . : re-calculate these. Since the trace is invariant under a cyc
In this communication we will demonstrate that by using th .
o . L . rmutation of operators, Eq. [1] can be re-ordered to
optimized features of Gamma, time-domain simulations

echo-detected pulse EPR experiments can actually be per- I

formed very efficiently if care is taken in writing the simulation E(r, T) = TH{(ReRRe00R: "RR: ") Re (R 'RSRRe) R}
programs. Reductions in computing time of between two and = Tr{o,R;'D Ry, 2]
three orders of magnitude have been found, depending on the

complexity of the experiment and on the number of data point'sh

) . . where

in the simulation.

INTRODUCTION

THEORY o1 = ReRReooRs 'R, Rp 3]
Using the density operator formalism, the echo intensity 8pd
the three-pulse ESEEM experiment| 2—r—m/ 2—T—m/ 2—7—
echq shown in Fig. 1a is given byl@) D = Re'R;'SR.Rs. [4]
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a T % g equivalent to selecting one specific coherence transfer pathw
ﬁ TN T n /A from all possible pathwaysl6).

One way to select a specific pathway is to remove a
undesired elements from the density matrix at specific points
time during the experiment. This very efficient procedure car
not, however, be incorporated in the formalism describe

% above, because it cannot be expressed as an operator in Hilt
L= b TN space. The only alternative is to explicitly perform the phas
} cycling and to add the signals of the separate experiments. Tl

preparation detection summation can be performed in the calculation of the prep:

FIG. 1. (a) One-dimensional three-pulse ESEEM sequeBéndicates ration density operatos; and of the detection operator.
the section of the pulse sequence which is taken into the effective detectionlf the cycled pulse occurs before the free evolution time

operator in the new approach. (b) Two-dimensional HYSCORE sequence. Theonly affects the calculation ofr;. The summation of an
evolution duringt, is taken into the time-independent preparation section. n-step phase Cycle yields

I
preparation detection

|

b

Y
— 13
IR

Equation [3] describes the preparation sequeng-r—m/2,
which is the same for all time-intervalk D, defined by Eq.
[4], replacesS, as the detection operator, and defines the

segment of the sequence starting from the thif2l pulse. This . . L
9 q 9 b hered) = 2! o4; is a new density operator which incorpo-

is in line with the subdivision of a pulse sequence into .
rates the coherence transfer pathway selection up to the star

preparation, a mixing, and a detection perid&)( The prep- : o .
aration and detection periods of the three-pulse ESEEM eng}?T evolution. Similarly, phase cycling after the free evolu-

iment as defined by Egs. [3] and [4] are indicated in Fig. 1&'9” leads to different detgcnon operatd_m which can be
Equation [2] suggests that the ESEEM signal can be viewaammed to a total detect_|on opera_tlbl‘, incorporating the

as a free induction decay, where the detection operatby, is Coherence pathway selection after tifie

rather thars,. Gamma has very efficient functions to calculate

such free induction decays. Using the functibhD, we can

re-write the program code as is shown in Table 2. The IOOpThe formalism described here can easily be expanded

over'_l' n the_ program has been replaced by_a caII_ toRn2 . other pulse EPR experiments. For each pulse scheme, an
function, which internally performs the loop in a highly opti-

ved fashion. Th £ this funcii d th Propriate preparation and detection sequence has to be defin
mized tashion. The use of this Tunction reduces the computay, 4y4-dimensional experiments, the echo is a function ©
tion time considerably.

two time variables. The new approach can be expanded
encompass multi-dimensional experiments by treating them:
a series of one-dimensional experiments. The calculation of tl

Phase cycling is used to remove unwanted echoes and frdR in Eq. [2] is repeated for every slice of the two-dimen-
induction decays. This is done by adding the signals fro onal.experlment. The time .var|a'bles that remain constanF
experiments with different phases of the microwave pulses at slice are taken into the invariant preparation or detectic

such a way that only the stimulated echo remains. This J§9MeNts, as indicated in Fig. 1b. For example, the HYSCOR
y y j 6, 17 and DEFENCE 18) experiments can be treated in the

same way. The simulation for the DEFENCE experiment ref

E(r, T) = >, Tr{Ryo;R; D} = Tr{Ro}R; D},  [5]

OTHER PULSE EPR SEQUENCES

PHASE CYCLING

TABLE 1
C++ Code Fragment for a Simulation Program Written
Using a Straightforward Approach TABLE 2
C++ Code Fragment for a Simulation Written
for (T =0, 1i=0;1i<size; T+=4dT, ++i) { Using the New Approach
sigma = Iz (spin, 0);
sigma = Iypuls (spin, sigma, 90, 0); D = Ix (spin, 0);
evolve_ip (sigma, H, tau); evolve_ip (D, H, —tau);
sigma = Iypuls (spin, sigma, 90, 0); D = Iypuls (spin, D, —90, 0);
evolve_ip (sigma, H, T); sigma = Iz (spin, 0);
sigma = Iypuls (spin, sigma, 90, 0); sigma = Iypuls (spin, sigma, 90, 0);
evolve ip (sigma, H, tau); evolve ip (sigma, H, tau);
echo [i] = trace (sigma * Ix (spin, 0)); sigma = Iypuls (spin, sigma, 90, 0);

) FID (sigma, D, H, or T, size, echo);
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resents one slice of the simulation of the HYSCORE experi- TABLE 4

ment. Comparison of Computation Times for the Two-Dimensional
For pulse schemes using probe-pulse detecti®n 20, the HYSCORE Experiment, for a Single Orientation of a One-Elec-

full time trace is measured in a single experiment. In this ca&@n. Two-Proton System

the new simulation approach closely matches the experimenty, . Straightforward Reduction in

The preparation sequence encompasses the whole pulse ;3¢ jomain approach New approach computing time
guence, and the detection operator remains unchanged. Simi

larly, in hole-burning experiment2®) the signal already rep- 128 128 87.2s 0.395 s 221
resents a free induction decay. No reduction in computing tim?’ig X gig 12:;2 s 0-2922 s 221

. . X S . S

is expected for these experiments. 1024 % 1024 5546 < 824 o 673

The method described in this Communication is only appli-
cable if the calculation can be re-ordered according to Eqg. [2].

There are some types of experiments where this is not possible . . . S
For simulations of short time traces, the computation time i

although the grouping of the pulse sequence in invariant seg-
g grouping b d minated by the calculation of the initial density operator

ments may still simplify the calculation. In most pulse ENDO . : . .

experiments, such as Davies-ENDOR and Mims-ENDOR ( and of the detection operatbr. For S|mulat|on§ of I.onger time

23), all time intervals remain constant. For two-pulse ESEERACes, 'the computation time of the FID, \,Nh'Ch increases lir
%r_ly with the size of the time trace, dominates. Hence, con

and related approaches, such as the two-dimensional comb . : .
tion peak experimentl(), the applicability of the formalism is plicated experiments with large data sets benefit more from tf
' gw approach.

also limited. In the case where two time intervals are chang@
simultaneously, it is not possible to write the echo signal in the
form of Eq. [2]. The propagatdR,Rp-R, cannot in general be
written asR. = e ¥ for some operatof¥, and it is not
possible to use the efficient FID calculation of Gamma.

CONCLUSIONS

Simulations of echo-modulation experiments for which nc
analytical expression for the modulation amplitude exists ca
in general be performed very efficiently using the new com
putation approach presented here. The method also allows |
calculation of powder spectra with little computing time.

4 cases where analytical expressions do exist, it is genera

more efficient to directly simulate the frequency-domain spec
EEF. Such expressions exist for the two-pulse ESEEM, thre

e

RESULTS

Two sets of comparative simulations were performed on
Sparc Ultra 1 workstation with 128 MB RAM, using the GNU
C++ compiler version 2.5.8.

Computation times for one-dimensional three-pulse ESE
and two-dimensional HYSCORE simulations using th
straightforward approach and the new approach are listed |
Tables 3 and 4, respectively. The simulations are for a sin%l- ed expressions of the modulation amplitude for spin sy
orientation of a system consisting of one electron spin coupl s with arbitrary nuclear spind4, 24, which give the
to one proton (ESEEM simulations) or two protons (HY- L

modulation amplitude in terms of the transition probabilities

SCORE simulations), with axially symmetric anisotropic hyfor ideal pulses

perfine interactions. The results show that the reduction in comparison, the simulation of a 256-by-256 point fre.

computation time depends on th_e cor_nplexity_of the_experime&(lu(_mcy_domain HYSCORE spectrum using a frequency-de
and on the_ number of data points in the simulation. In o ain simulation with 225 orientations for the same system &
examples, it amounts to up to a factor 673. described above, is reported3 to take 2.47 seconds on a
Digital Alpha workstation (DEC 3000).

In many cases, however, frequency domain simulations a
not feasible, for instance because there are no analytical €
pressions available for the experiment, the pulses are not ide
the electron spin quantum numb®is larger than 1/2, or the
high-field approximation is not valid. In these cases, the ne

ulse ESEEM, and HYSCORE experiments, with ideal, nor
lective pulses and nuclei with spin= 1/2.
requency-domain simulations can also be based on gen

TABLE 3
Comparison of Computation Times for the One-Dimensional
Three-Pulse ESEEM Experiments, for a Single Orientation of a
One-Electron, One-Proton System

Size of Straightforward Reduction in  approach presented here provides a very promising alternati
time trace approach New approach  computing time  for the simulation of echo-detected pulse EPR spectra.
128 165 ms 1.67 ms 99
256 332 ms 1.95 ms 171 REFERENCES
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